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1150%1150%

Stop the $3,000,000 Server 

Cost to Build 
50,000 ft2 Data Center 

1990’s 

40watts/sq.ft 
$400/sq.ft 

$20,000,000 
• Greatest impact can be made from “volume” 

x86 servers 

• Innovations that contribute to a “Balanced 
Platform” 
– Performance-per-watt efficiencies 
– Manufacturing processes 
– Efficient microprocessor architectural 

2010 

500watts/sq.ft 
$5,000/sq.ft 

$250,000,000 

Computerworld Nov.1 2004 
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Effects of Power in the Data Center 
It adds up quick! 

$$$ 
$$$ 

Floor Space 
$$$ 

$$$ 

More UPS equipment 

$$$ 

$$$ 

More High-Voltage switch 
Equipment Requirements 

More High-Capacity CRAC 
units (air-conditioners) 

Lower Density/ Unusable Data Center Expansion 

requirements 

More Back-up Power 
Generator 

Requirements 

January 31, 2006 3 



IT Knows it has a Problem 


Power Consumption/Cooling Issues How Are Companies Addressing 

Tracked By Company: 71% These Issues


17% 

12% 

38% 

21% 

12% 
Increased Amount Of 


Power Consumption
 Power Supplied To Data Center 

Stopped Buying More Servers 
And/Or

Cooling Consolidated Existing Equipment 

Implemented "Cool Aisle/Hot Aisle“ 
Both Equally Layout 

Important 
Increased Size Of Data Center 

Suspect That Both are Issues 
but do not Track at this Time 

Other 

Neither Presents An 

Issue at this Time
 None Of The Above 15% 

16% 

23% 

25% 

26% 

44% 

Base: 1,177 IT Decision Makers  November 2005 

Strategy Group/Ziff-Davis 

Average ofAverage of 18% of total rack space wasted18% of total rack space wasted due to power and cooling issuesdue to power and cooling issues
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Performance-per-watt Efficiencies
It starts with the design

Integrated Memory Integrated Memory 
ControllerController

Decreases PowerDecreases Power by by 
removing external memory removing external memory 
controller requirement controller requirement up toup to
~48watts savings~48watts savings!!

DualDual--CoreCore
native designnative design

Increases performanceIncreases performance--perper--watt watt 
efficiencies efficiencies without increased without increased 
powerpower

Direct Connect ArchitectureDirect Connect Architecture

Provides Provides faster I/O throughputfaster I/O throughput
•• I/O directly connectedI/O directly connected

Provides Provides faster CPUfaster CPU--toto--CPU CPU 
communicationcommunication
•• CPUs directly connected CPUs directly connected 

Integrated memory controller Integrated memory controller 
Increases performance by Increases performance by 
reducing memory latenciesreducing memory latencies

•• Memory directly connectedMemory directly connected

REMOVES THE LEGACY FRONTREMOVES THE LEGACY FRONT--
SIDE BUS BOTTLENECKSSIDE BUS BOTTLENECKS

Advanced Process Advanced Process 
TechnologyTechnology

SiliconSilicon--onon--InsulatorInsulator
Faster transistors with less Faster transistors with less 
power leakagepower leakage

Reduces wasted power and Reduces wasted power and 
heatheat

Efficient CoresEfficient Cores
reducing the requirement reducing the requirement 

to rely on frequencyto rely on frequency
GetGet’’s more done per clock s more done per clock 

cyclecycle

AMD PowerNow!AMD PowerNow!™™
technology with technology with 
Optimized Power Optimized Power 

ManagementManagement

Dynamically Dynamically reduces reduces 
processor powerprocessor power based based 
on workloadon workload up toup to 75% 75% 
savings in power savings in power per per 
processor!processor!



Designing a “Balanced” Architecture 
Effects on Performance 

I/O HubI/O Hub
USBUSB 

PCIPCI 

PCI-E 
Bridge 

PCI-E 
Bridge

PCI-E 
Bridge 

PCI-E 
Bridge

I/O HubI/O Hub

8 GB/S 

8 GB/S 8 GB/S 

8 GB/S 

PCI-E 
Bridge 

PCI-E 
Bridge
PCI-E 
Bridge 

PCI-E 
Bridge
PCI-E 
Bridge 

PCI-E 
Bridge

USBUSB 

PCIPCI 
I/O HubI/O Hub

XMBXMBXMBXMB 
XMBXMB XMBXMB 

SRQ 

Crossbar 

HTMem.Ctrlr 

SRQ 

Crossbar 

HTMem.Ctrlr 

SRQ 

Crossbar 

HTMem.Ctrlr 

SRQ 

Crossbar 

HTMem.Ctrlr 

Memory 
Controller 

Hub 

Memory 
Controller 

Hub 

Traditional x86 Architecture AMD64’s Direct Connect Architecture 

MCPMCP 

CORE CORE 

MCPMCP 

CORE CORE 

MCPMCP 

CORE CORE 

MCPMCP 

CORE CORE 

• 20-year old front-side bus architecture •	 Industry-standard AMD64 technology 
• CPUs, Memory, I/O all share a bus •	 AMD’s revolutionary Direct Connect Architecture 
• Major bottleneck to performance	 eliminates the FSB bottleneck 

•	 Faster CPUs or more cores ≠ performance • HyperTransport™ technology interconnect for high 
bandwidth and low latency 
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VS.

Dual-Core - Increasing Performance 
without Facilities Upgrades 

AMD 
Opteron™ 

(Single-Core) 

AMD 
Opteron™ 
(Dual-Core) 

OR

29 

17 

Room 
for 

more 
growth LessLess 

SpaceSpace

41%41%
LessLess

ServersServers

LessLess 
PowerPower

LessLess
HeatHeat

P
o
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e
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D
ro
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 o
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9

 K
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•Performance based on SPECweb®99_SSL 
•82,244 connections 

DualDual--Core ProcessorsCore Processors
Increasing throughput within the same power and cooling 

envelope as single-core processors 
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Efficiency through Instruction Sets


‘‘AMD64 TechnologyAMD64 Technology’’ ‘‘VirtualizationVirtualization’’

OS OS 

OS 

Application 
Application 

Application 

Virtual 
Machine Virtual 

Machine 

Virtual 
Machine 

Getting more done without 
increased power and heat 

Reduces number of power 
consuming servers 

32-bit to 64-bit 25% increase25% increase
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PowerNow! DISABLED
PowerNow! ENABLED

Reducing Power and Cooling Requirements 

with Processor Performance States


PP--StateState
P0 

2600MHz 
1.40V 

~95watts 

P1 
2400MHz 

1.35V 
~90watts 

P2 
2200MHz 

1.30V 
~76watts 

P3 
2000MHz 

1.25V 
~65watts 

P4 
1800MHz 

1.20V 
~55watts 

P5 
1000MHz 

1.10V 
~32watts 

HIGH
HIGH

PROCESSORPROCESSOR
UTILIZATIONUTILIZATION

Average CPU Core Power 
(m easured at CPU) 

0 

5 

10 

15 

20 

25 

SPECWeb 10500 Connections 
(~62%CPU Utilization) 

SPECWeb 5000 Connections 
(~40%CPU Utilization) 

Idle 
(in OS) 

Po
 w

 e r
 ( W

 ) 

-33% 

-62% 
-75% 

ENABLED - AMD PowerNow! ™ Technology 

DISABLED - AMD PowerNow! ™ Technology 

LOW
LOW Up to 75% power savings! 
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8 GB/S

XMBXMBXMBXMB XMBXMB XMBXMB

SRQ

Crossbar

HTMem.Ctrlr

SRQ

Crossbar

HTMem.Ctrlr

SRQ

HT

SRQ

Mem.Ct

Memory 
Controller 

Hub

Memory 
Controller 

Hub

MCPMCP

CORE CORE

MCPMCP

CORE CORE

MCPMCP

CORE CORE

MCPMCP

CORE CORE

Significant Impacts via a “Balanced” Architecture 
Effects on Power 

I/O HubI/O Hub

PCI-E 
Bridge 

PCI-E 
Bridge
PCI-E 
Bridge 

PCI-E 
Bridge
PCI-E 
Bridge 

PCI-E 
Bridge

USBUSB 

PCIPCI 
I/O HubI/O Hub 1414

wattswatts

8.58.5
wattswatts

8.58.5
wattswatts

8.58.5
wattswatts

8.58.5
wattswatts

Traditional x86 Architecture 
• 692 watts for processors (173w each) 

692 watts692 watts

Dual-Core AMD Opteron™ processors 

I/O HubI/O Hub
USBUSB 

PCIPCI 

PCI-E 
Bridge 

PCI-E 
Bridge

PCI-E 
Bridge 

PCI-E 
Bridge

8 GB/S 8 GB/S 

8 GB/S 

Crossbar 

Mem.Ctrlr 

Crossbar 

HTrlr 

380 watts380 watts

• 48 watts for external memory controller 
$1037 per/year (1 server) 
$518,592 per/year (500 servers) 

95% More 

• 380 watts for processors (only 95w each) 

• Integrated memory controllers 

$533 per/year (1 server) 

$266,304 per/year (500 servers) 
740 watts 380 watts 
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It takes a “Balanced” Architecture


It takes aIt takes a ““BalancedBalanced”” Microprocessor ArchitectureMicroprocessor Architecture
to maintain ato maintain a ““BalancedBalanced”” DatacenterDatacenter
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160%

200%

0%

Industry Developed Metrics 
Enabling Energy Efficient Datacenters 

• Customers are asking for 
Energy PricesEnergy Prices

80% 

120% 

24 

Xeon MP Dual Core Opteron Dual Core 

212% Better 
Performance 

per Watt 

Traditional x86 

$
 K

W
/h

r
$
 K

W
/h

r

$$$$
energy efficient metrics 

20032003 20042004 20052005 2006
2006

AMD Challenges the Industry to work together to 
develop a energy efficiency metric 
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